Neural networks

Natural language processing - hierarchical output layer
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Topics: hierarchical output layer
. Example: ["the ,"dog ',"and ', “"the ', "cat "]

p(" cat " | context) =
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Topics: hierarchical output layer
. Example: ["the ,"dog ',"and ', “"the ', "cat "]

p(“ cat " | context) = p(branch left at 1| context)
x p(branch right at 2| context)
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Topics: hierarchical output layer
. Example: ["the ,"dog ',"and ', “"the ', "cat "]

p(" cat ” | context) = (1 - sigm(b: + Vi,. h(x)))
x sigm (b2 + Va,. h(x))
V x sigm(bs + h(x))
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Topics: hierarchical output layer

* How to define the word hierarchy

» can use a randomly generated tree

- this is likely to be suboptimal

» can use existing linguistic resources, such as VWordNet

- Hierarchical Probabilistic Neural Network Language Model
Morin and Bengio, 2005

- they report a speedup of 258x, with a slight decrease in performance

» can learn the hierarchy using a recursive partitioning strategy

- A Scalable Hierarchical Distributed Language Model
Mnih and Hinton, 2008

- similar speedup factors are reported, without a performance
decrease
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